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Fig.7
INSTANCE TYPE HOSLgSgﬁaelee
VIRTUAL VNC-1
VIRTUAL VNG-2
PHYSICAL | PNC-1
PHYSICAL PNC-2

PHYSICAL PNC-3




U.S. Patent Jan. 5,2016 Sheet 8 of 11 US 9,229,762 B2

Fig.8
INSTANGCE TYPE Hosﬁgggf'm
PHYSICAL PNGC-1
PHYSICAL PNG-2
PHYSICAL PNC-3




US 9,229,762 B2

Sheet 9 of 11

Jan. 5§, 2016

U.S. Patent

00p 8zzze 8 €-ONd — €10l
002 960 b €-ONd — zZioL
001 8v0z b €-ONd — LLOb
001 20l 4 €-ONd — 0L0L
ss3daav | ssavaav | ALIDVdYD SNdD 40 al JAON al
e VI dl 3S1a AMOWIW | JaannN | oniovNwn LsoH | Fonvisn |GILSOH
6614




U.S. Patent Jan. 5,2016 Sheet 10 of 11 US 9,229,762 B2

Fig.10
3
101, 104
. COMMUNICATION
CPU | > MODULE
102
RAM P 105
TS
103 AUXILIARY
STORAGE DEVICE
ROM <
106 107
INPUT DEVIGE —>—>{ OUTPUT DEVICE




U.S. Patent Jan. 5,2016

Fig.11

Sheet 11 of 11

US 9,229,762 B2

ACQUIRE INSTANCE STARTING REQUEST

—~S1

ACQUIRE LIST OF ALL HOST MANAGING NODES

— 82

CHECK WHETHER OR NOT HOST MANAGING
NODE IS OPERABLE, AND GENERATE
OPERABLE NODE LIST OF OPERABLE HOST
MANAGING NODES

—S3

EXTRACT INSTANCE TYPE REQUESTED IN
INSTANCE STARTING REQUEST

—~—S4

l

EXTRACT HOST MANAGING NODES MATCHING
REQUESTED INSTANCE TYPE FROM OPERABLE
NODE LIST AND GENERATE SUITABLE NODE LIST

—~—85

IS
INSTANCE TYPE OF
HOST MANAGING NODE OF SUITABLE
NODE LIST VIRTUAL?

(——/87

ACQUIRE USAGE CIRCUMSTANCES (NUMBER OF
HOSTS WHICH ARE CURRENTLY USED) OF
PHYSICAL HOSTS MANAGED BY EACH PHYSICAL
HOST MANAGING NODE

SEND INSTANCE
STARTING REQUEST
TO VIRTUAL HOST
MANAGING NODE

EXTRACT PHYSICAL HOST MANAGING NODE IN
WHICH NUMBER OF HOSTS WHICH ARE
CURRENTLY USED IS SMALLEST AND THERE IS
HOST WHICH IS NOT USED IN RELATION TO
PHYSICAL HOSTS UNDER MANAGEMENT

—S9

I

SEND INSTANCE STARTING REQUEST TO
EXTRACTED PHYSICAL HOST MANAGING NODE

—~S10

END




US 9,229,762 B2

1
HOST PROVIDING SYSTEM AND HOST
PROVIDING METHOD

TECHNICAL FIELD

The present invention relates to a host providing system
and a host providing method.

BACKGROUND ART

In recent years, a service has been conducted in which
resources which are required to build and operate an infor-
mation system are provided via the Internet. This service is
called, for example, Infrastructure as a Service (laas). A tech-
nique is known in which a plurality of virtual instances are
formed in a single physical server, and the virtual instances
are provided to users as virtual host computers (for example,
refer to Non-Patent Literature 1). In this technique, each
physical server has a function of selecting, starting, and man-
aging a virtual instance which has a performance complying
with a request from a user. In addition, the instance refers to
a set of resources such as a CPU, a memory, and a storage.

CITATION LIST
Non Patent Literature

[Non-Patent Literature 1] “open stack™, [online], [searched
on Feb. 17, 2012], the Internet <URL: http://open-
stack.org/>

SUMMARY OF INVENTION
Technical Problem

In the above-described technique, an instance which can be
treated is only a virtual instance. In the virtual instance, over-
head occurs due to a virtually configured instance. Deterio-
ration in performance occurs due to the overhead depending
onthekind of application used by a user. For this reason, there
is a demand for providing a physical instance in order to
operate an application in which performance deterioration
occurs when the virtual instance is used, in a service such as
has. In addition, there is a demand for a technique for suitably
operating and managing a physical instance in compliance
with requests from users.

Therefore, the present invention has been made in consid-
eration of the above-described problems, and an object
thereof is to provide a host providing system and a host
providing method capable of suitably providing a physical
instance complying with a user’s request in a system which
provides hardware resources via a network.

Solution to Problem

In order to solve the problem, according to an aspect of the
present invention, there is provided a host providing system
providing an instance constituted by predetermined hardware
resources to a user terminal as a host computer so that the
instance can be used, in compliance with a request from a user
terminal, including one or more servers which can virtually
form a plurality of virtual instances in a corresponding server
and provide the virtual instance as a virtual host, and includ-
ing one or more physical servers which provide a physical
instance that is physically formed alone in the physical server
as a physical host, the system including request receiving
means for receiving an instance starting request which is a
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starting request of the instance from the user terminal and
includes instance type information indicating whether an
instance related to the starting request is either the virtual
instance or the physical instance, from the user terminal; host
information storage means for storing information regarding
a state of a host; a plurality of physical host managing means
for controlling the one or more physical servers, and storing
physical host information including usage state information
indicating a usage state of the physical host formed in the
physical server under the control thereof, in the host informa-
tion storage means; virtual host managing means, formed in a
server providing the virtual host, for storing virtual host infor-
mation including information indicating a usage state of the
virtual host in the host information storage means; selecting
means for selecting one of the physical host managing means
on the basis of usage state information included in the physi-
cal host information from each of the physical host managing
means, stored in the host information storage means, when
the instance type information included in the instance starting
request received by the request receiving means indicates a
physical instance; and starting request sending means for
sending the instance starting request to the physical host
managing means selected by the selecting means.

In addition, in order to solve the problem, according to an
aspect of the present invention, there is provided a host pro-
viding method in a host providing system providing an
instance constituted by predetermined hardware resources to
a user terminal as a host computer so that the instance can be
used, in compliance with a request from a user terminal,
including one or more servers which can virtually form a
plurality of virtual instances in a corresponding server and
provide the virtual instance as a virtual host, and including
one or more physical servers which provide a physical
instance that is physically formed alone in the physical server
as a physical host, the method including a request receiving
step of receiving an instance starting request which is a start-
ing request of the instance from the user terminal and includes
instance type information indicating whether an instance
related to the starting request is either the virtual instance or
the physical instance, from the user terminal; a selecting step
of selecting one of the physical host managing means on the
basis of usage state information included in physical host
information from each of the physical host managing means,
stored in the host information storage means, when the
instance type information included in the instance starting
request received in the request receiving step indicates a
physical instance; and a starting request sending step of send-
ing the instance starting request to the physical host managing
means selected in the selecting step, in which the host pro-
viding system includes the host information storage means
for storing information regarding a state of a host; the plural-
ity of physical host managing means for controlling the one or
more physical servers, and storing physical host information
including usage state information indicating a usage state of
the physical host formed in the physical server under the
control thereof, in the host information storage means; and
the virtual host managing means, formed in a server provid-
ing the virtual host, for storing virtual host information
including information indicating a usage state of the virtual
host in the host information storage means.

According to the aspect, the physical host managing means
is provided which controls one or more physical servers and
can manage a usage state of a physical host formed in the
physical server, and thus the physical server for forming a
physical host can be controlled in the system. In addition,
according to the aspect, in a case where the instance type
information included in the instance starting request from the
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user terminal indicates a physical instance, one of the physi-
cal host managing means which controls a physical server
where the physical instance is formed alone is selected, and
the instance starting request is sent to the selected physical
host managing means, depending on usage circumstances of
the physical hosts. Accordingly, since a physical instance
formed in a physical server under the control of the physical
host managing means is started as a physical host, it is pos-
sible to provide a physical instance complying with a user’s
request as a physical host.

In the host providing system according to another aspect,
the instance starting request may include necessary perfor-
mance information indicating a performance of hardware
which is necessary in an instance; the physical host informa-
tion may include host performance information indicating a
performance of hardware of a physical instance forming a
corresponding physical host; the host providing system may
further include host selecting means for selecting a physical
host having a performance satistying the necessary perfor-
mance information included in the instance starting request
received by the request receiving means from among the
physical hosts which are controlled by the physical host man-
aging means selected by the selecting means, by referring to
the host performance information of the physical host infor-
mation stored in the host information storage means; and the
starting request sending means may send the instance starting
request for starting the physical host selected by the host
selecting means to the physical host managing means
selected by the host selecting means.

In the host providing method according to another aspect,
the instance starting request may include necessary perfor-
mance information indicating a performance of hardware
which is necessary in an instance; the physical host informa-
tion may include host performance information indicating a
performance of hardware of a physical instance forming a
corresponding physical host; the host providing method may
further include a host selecting step of selecting a physical
host having a performance satistying the necessary perfor-
mance information included in the instance starting request
received in the request receiving step from among the physi-
cal hosts which are controlled by the physical host managing
means selected in the selecting step, by referring to the host
performance information of the physical host information
stored in the host information storage means; and, in the
starting request sending step, the instance starting request for
starting the physical host selected in the host selecting step
may be sent to the physical host managing means selected in
the selecting step.

According to the aspect, it is possible to select a physical
host satisfying a performance indicated by the necessary per-
formance information included in the instance starting
request, and to provide the selected physical host to the user
terminal as a usable host computer.

In the host providing system according to still another
aspect, the selecting means selects physical host managing
means in which the number of physical hosts which are pro-
vided to a user terminal as host computers and are currently
used is the smallest among the physical hosts under the con-
trol thereof, by referring to the usage state information
included in the physical host information stored in the host
information storage means.

In this aspect, since the physical host managing means in
which the number of physical hosts which are currently used
under the control thereof'is the smallest is selected, the physi-
cal host managing means which is in a low load state is
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selected. Therefore, selection of the proper physical host
managing means is realized, and load sharing of the entire
system is realized.

In the host providing system according to still another
aspect, the instance starting request may include necessary
performance information indicating a performance of hard-
ware which is necessary in an instance; the physical host
information may include host performance information indi-
cating a performance of hardware of a physical instance form-
ing a corresponding physical host; and the selecting means
may select physical host managing means which has physical
hosts that satisfy a performance indicated by the host perfor-
mance information under the control thereof and that are not
used, and in which the number of physical hosts which are
provided to a user terminal as host computers and are cur-
rently used is the largest among the physical hosts under the
control thereof, by referring to the usage state information
and the host performance information included in the physi-
cal host information stored in the host information storage
means.

In the host providing system according to still another
aspect, the instance starting request may include at least one
of the number of CPUs, a memory capacity, and a storage
capacity, which are necessary in an instance, as necessary
performance information, and the physical host information
may include at least one of the number of CPUs, a memory
capacity, and a storage capacity forming a corresponding
physical host, as host performance information.

According to the aspect, a request for a physical host from
a user can be defined in detail, and a physical host finely
matching the request can be provided.

In the host providing system according to still another
aspect, the selecting means may select one of the virtual host
managing means on the basis of the virtual host information
stored in the host information storage means, when the
instance type information included in the instance starting
request received by the request receiving means indicates a
physical instance, and the starting request sending means may
send the instance starting request to the virtual host managing
means selected by the selecting means.

According to the aspect, since one of the virtual host man-
aging means is selected when the instance type information
included in the instance starting request from a user terminal
indicates a virtual instance, and the instance starting request is
sent to the selected virtual host managing means, a virtual
instance formed in a server including the virtual host manag-
ing means can be provided to a user as a virtual host. There-
fore, a physical instance and a virtual instance can be present
in the system in a mixed manner.

Advantageous Effects of Invention

According to an aspect of the present invention, it is pos-
sible to suitably provide a physical instance complying with a
user’s request in a system which provides hardware resources
via a network.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram illustrating a configuration of a
host providing system.

FIG. 2 is a block diagram illustrating functional configu-
rations of a request receiving node, a host selecting node, a
host information collecting node, and a physical host manag-
ing node.

FIG. 3 is a diagram schematically illustrating a configura-
tion of an instance starting request.
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FIG. 4 is a diagram illustrating a configuration of host
managing node information and an example of stored data in
a host information storage unit.

FIG. 5 is a diagram illustrating a configuration of virtual
host information and an example of stored data in the host
information storage unit.

FIG. 6 is a diagram illustrating a configuration of physical
host information and an example of stored data in the host
information storage unit.

FIG. 7 is a diagram illustrating an example of an operable
node list generated by a host managing node selecting unit.

FIG. 8 is a diagram illustrating an example of a suitable
node list generated by a host managing node selecting unit.

FIG. 9 is a diagram illustrating an example of physical host
information.

FIG. 10 is a hardware configuration diagram of a server
forming one or a plurality of nodes.

FIG. 11 is a flowchart illustrating process content of the
host providing system in a host providing method.

DESCRIPTION OF EMBODIMENTS

Embodiments of a host providing system and a host pro-
viding method according to the present invention will be
described with reference to the drawings. In addition, if pos-
sible, the same reference numerals are given to the same parts,
and repeated description will be omitted.

FIG. 1 is a block diagram illustrating an entire configura-
tion of a host providing system 1. The host providing system
1 is a system which provides an instance constituted by pre-
determined hardware resources to a user terminal as a host
computer so that the instance can be used, in compliance with
a request from the user terminal T,

The host providing system 1 includes a request receiving
node 2, a host selecting node 3, a host information collecting
node 4, a physical host managing node 5 (physical host man-
aging means), an NW storage group 6, a first server 7, and a
second server 8. The nodes and servers can communicate with
each other via a management network N..

A maintenance person terminal T is connected to the man-
agement network N so as to communicate therewith, and a
maintenance person of the system accesses the various nodes
and servers via the maintenance person terminal T so as to
perform maintenance and management of the system.

In addition, the first server 7 and the second server 8 are
connected to a public network N, so as to communicate
therewith. The user terminal T, is connected to the public
network N, so as to communicate therewith, and a user using
an instance can access an instance formed in the first server 7
and the second server 8 via the user terminal T,,. Therefore,
the user terminal T,, can use the instance as a host computer.

The first server 7, the second server 8, and the NW storage
group 6 will be described prior to description of the various
nodes. The first server 7 is a physical server which forms a
physical instance 71 alone in the first server 7. A single first
server 7 can provide a single physical instance 71 to the user
terminal T,, as a physical host. The physical instance 71
includes hardware 72, an OS 73, middleware 74, and, an
application 75.

The second server 8 is a physical server which virtually
forms a plurality of virtual instances 85 in the second server 8,
and can provide the plurality of virtual instances 85 to the user
terminal T, as virtual hosts. The virtual instance 85 includes
an OS 86, middleware 87, and an application 88. The second
server 8 further includes a virtual host managing node 81
(virtual host managing means), hardware 82, a host OS 83,
and a hypervisor 84.
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The virtual host managing node 81 is a node which man-
ages a plurality of virtual hosts, and stores virtual host infor-
mation including information indicating a usage state of a
virtual host in the host information collecting node 4. In
addition, when an instance starting request is acquired from
the host selecting node 3, the virtual host managing node 81
causes the hypervisor 84 to start any one of the plurality of
virtual instances 85 as a virtual host. The hypervisor 84 is a
functional unit which performs selection, management, start-
ing, and the like of the virtual instance 85 which is provided
as a virtual host.

The NW storage group 6 is a set of storage devices which
are provided to the user terminal T,,along with a host, and is
accessed by the physical instance 71 and the virtual instance
85 in order to read and write data.

In addition, in FIG. 1, each of the various nodes 2 to 5 is
distributed to the management network N and is thus con-
figured as a standalone device, but a plurality of nodes may be
configured in a single device altogether. Further, FIG. 1 illus-
trates an aspect in which the two first servers 7 are managed
by the single physical host managing node 5, but the number
of first servers 7 and the number of physical host managing
nodes 5 managing the servers are not limited to the number
illustrated in FIG. 1 and are arbitrary. Next, with reference to
FIG. 2, functions of the various nodes will be described.

FIG. 2(a) is a block diagram illustrating a functional con-
figuration of the request receiving node 2. The request receiv-
ing node 2 includes a request receiving unit 21 (request
receiving means) and a request sending unit 22.

The request receiving unit 21 is a part which receives an
instance starting request from a user terminal, from the user
terminal T,. The instance starting request includes instance
type information indicating whether an instance related to the
starting request is a virtual instance or a physical instance.
FIG. 3 is a diagram schematically illustrating a configuration
of the instance starting request. As illustrated in FIG. 3, the
instance type information is included. In an example illus-
trated in FIG. 3, the instance type information indicates a
physical instance. In addition, the instance starting request
may include necessary performance information indicating a
hardware performance which is necessary in an instance,
such as the number of necessary CPUs, a necessary memory
capacity, and a necessary disk capacity.

The request sending unit 22 is a part which sends the
instance starting request received by the request receiving
unit 21, to the host selecting node 3.

Next, a function of the host information collecting node 4
will be described with reference to FIG. 2(¢) prior to FIG.
2(b). FIG. 2(c) is a block diagram illustrating a functional
configuration of the host information collecting node 4. The
host information collecting node 4 includes a host informa-
tion receiving unit 41 and a host information storage unit 42
(host information storage means).

The host information receiving unit 41 is a part which
receives host information regarding a host state, receives
physical host information from the physical host managing
node 5, and receives a virtual host information from the
virtual host managing node 81. The host information includes
usage state information indicating a usage state of a host. In
addition, the host information includes the type of instance of
a host which is controlled and managed by a corresponding
host managing node, information for determining whether or
not each host is currently used, and information regarding a
specification indicating a performance of a host. The host
information receiving unit 41 stores the received host infor-
mation in the host information storage unit 42. Further, the
host information receiving unit 41 receives host managing
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node information regarding the physical host managing node
5 and the virtual host managing node 81 from the respective
host managing nodes 5 and 81, and stores the information in
the host information storage unit 42.

The host information storage unit 42 is a part which stores
the host managing node information and the host information.
FIGS. 4 to 6 are diagrams illustrating configurations of the
host information storage unit 42 and examples of stored data.
FIG. 4 is a diagram illustrating a configuration of the host
managing node information and an example of included data.
As illustrated in FIG. 4, the host information storage unit 42
stores an instance type, a host managing node ID for manag-
ing and identifying the host managing nodes 5 and 81 in an
integrated fashion, and an update time when a corresponding
host managing node updates host information as the host
managing node information in correlation with each other.

FIG. 5 is a diagram illustrating a configuration of the vir-
tual host information and an example of included data. As
illustrated in FIG. 5, the host information storage unit 42
stores information indicating a state of the virtual host man-
aging node 81. The host information storage unit 42 stores a
total number of CPUs, a total memory, a total disk capacity,
the number of use CPUs, a use memory, and a use disk
capacity, for each host managing node ID for identifying the
virtual host managing node 81, as the virtual host information
in correlation with each other.

FIG. 6 is adiagram illustrating a configuration of the physi-
cal host information and an example of included data. As
illustrated in FIG. 6, the host information storage unit 42
stores a physical host managing node ID of the physical host
managing node 5 managing a corresponding physical host, a
physical host ID for identifying a physical host formed in the
first server, an instance 1D, a total number of CPUs included
in the first server, a total memory, a total disk capacity, an IP
address, a MAC address, and the like, as the physical host
information in correlation with each other. The instance ID is
an ID which is given to a corresponding physical host when
the physical host is started as an instance. Therefore, it can be
determined whether or not a corresponding physical host is
currently used on the basis of whether or not the instance ID
is given thereto.

As a method of acquiring the physical host information,
PXE starting may be performed when a new physical host is
connected, and hardware information such as a total number
of CPUs, a total memory, and a total disk capacity may be
automatically acquired by using a starting RAM disk for a
registration process which is distributed at the time of the
PXE starting. It is assumed here that a command for extract-
ing the hardware information and notifying the physical host
managing server of the hardware information is written in the
starting RAM disk for a registration process.

In addition, the series of processes is not limited to a
physical host, and may be used to acquire information on
hardware present under a virtual host.

In the examples illustrated in FIGS. 4 and 5, the host
information storage unit 42 stores the host managing node
information and the virtual host information regarding the
virtual host managing node 81 which is identified by a host
managing node ID “VNC-1". According to the host managing
node information, it is shown that the virtual host information
of the host managing node ID “VNC-1” is updated at the
update time “t,”. In addition, according to the virtual host
information, it is shown that the virtual host managing node
81 identified by the host managing node ID “VNC-1""has 16
CPUs, a memory with a capacity of “32228”, and a disk with
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acapacity of “243”, and, 4 CPUs among the CPUs, a memory
capacity of “1500”, and a disk capacity of “50” are currently
used.

In the examples illustrated in FIGS. 4 and 6, the host
information storage unit 42 stores the host managing node
information and the physical host information regarding the
physical host managing node 5 identified by the host manag-
ing node ID “PNC-1. According to the host managing node
information, it is shown that the virtual host information of
the host managing node ID “PNC-1” is updated at an update
time “t;”. In addition, according to the physical host infor-
mation, the physical host managing node 7 identified by the
host managing node ID “PNC-1” manages three physical
hosts identified by the physical host IDs “1001”, “1002” and
“1003”. Further, the physical hosts respectively have “16”,
“8” and “4” CPUs, memories with capacities of “32228”,
“32228”, and “4096”, and disks with capacities of “243”,
“1027, and “100”.

Next, referring to FIG. 2 again, the host selecting node 3
will be described. FIG. 2(b) is a block diagram illustrating a
functional configuration ofthe host selecting node 3. The host
selecting node 3 includes a request acquisition unit 31, a host
managing node information acquisition unit 32, a host man-
aging node selecting unit 33 (selecting means), and a starting
request sending unit 34 (starting request sending means).

The request acquisition unit 31 is a part which acquires the
instance starting request sent from the request sending unit 22
of the request receiving node 2.

The host managing node information acquisition unit 32 is
a part which acquires information on a host managing node
provided in the system by referring to the host information
storage unit 42 of the host information collecting node 4.
Specifically, for example, the host managing node informa-
tion acquisition unit 32 acquires all host managing node IDs
stored in the host information storage unit 42 in a list form.

The host managing node selecting unit 33 is a part which
selects a physical host managing node on the basis of the host
managing node information stored in the host information
storage unit 42 and host usage state information included in
host information from each host managing node in a case
where instance type information included in an instance start-
ing request which is received by the request receiving unit 21
indicates a physical instance. Hereinafter, detailed descrip-
tion thereof will be made.

For example, the host managing node selecting unit 33
extracts operable host managing nodes from all host manag-
ing nodes included in the system, and generates an operable
node list including IDs of the operable host managing nodes.
Specifically, the host managing node selecting unit 33 refers
to an update time stored in the host managing node informa-
tion of the host information storage unit 42 in relation to each
host managing node included in the list which is acquired by
the host managing node information acquisition unit 32.
Assuming that the host managing nodes 5 and 81 update host
information at time intervals of, for example, 15 seconds, the
host managing node selecting unit 33 extracts the host man-
aging nodes 5 and 81 of which elapsed time from an update
time to the current time is within 15 seconds, and generates an
operable node list including IDs of the extracted host manag-
ing nodes. FIG. 7 is a diagram illustrating an example of the
operable node list generated by the host managing node
selecting unit 33. In the example illustrated in FIG. 7, the host
managing node selecting unit 33 extracts host managing
nodes identified by “VNC-17, “VNC-2”, “PNC-17, “PNC-
2”, and “PNC-3”, and generates an operable node list includ-
ing host managing node IDs. In addition, the host managing
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node selecting unit 33 generates the list so that an instance
type is correlated with the host managing node ID.

In addition, the host managing node selecting unit 33
extracts host managing nodes matching the instance type
information included in the instance starting request, from the
operable node list. For example, in a case where instance type
information included in the instance starting request indicates
aphysical instance, the host managing node selecting unit 33
extracts host managing nodes whose instance type is “physi-
cal” from the operable node list, so as to generate a suitable
node list. FIG. 8 is a diagram illustrating an example of a
suitable node list generated by the host managing node select-
ing unit 33. As illustrated in FIG. 8, the host managing node
selecting unit 33 generates a suitable node list formed by IDs
“PNC-17, “PNC-2" and “PNC-3” of the host managing nodes
whose instance type is “physical”.

In addition, the host managing node selecting unit 33
selects the physical host managing node 5 in which the num-
ber of physical hosts which are provided to the user terminal
T, as host computers and are currently used among physical
hosts under the control thereof is the smallest, by referring to
the physical host information stored in the host information
storage unit 42. Specifically, from among the physical host
managing nodes 5 included in the suitable node list, the host
managing node selecting unit 33 selects the physical host
managing node 5 in which the number of physical hosts
whose instance ID is set in the physical host information
stored in the host information storage unit 42 is the smallest.

In the example illustrated in FIG. 6, the number of physical
hosts given an instance ID under the control of the physical
host managing node 5 as the host managing node “PNC-1"is
two, the number of physical hosts given an instance ID under
the control of the physical host managing node 5 as the host
managing node “PNC-2” is one, and the number of physical
hosts given an instance ID under the control of the physical
host managing node 5 as the host managing node “PNC-3" is
zero. Therefore, the host managing node selecting unit 33
selects the physical host managing node 5 of “PNC-3”.
Accordingly, since the physical host managing node 5 which
is in a low load state is selected, selection of the proper
physical host managing node 5 is realized, and load sharing of
the entire system is realized. However, the method of select-
ing the above-described lowest load physical host managing
node is an example, and, in order not to use a plurality of
physical host managing nodes, a physical host managing
node which is in the highest load state and controls a physical
host satisfying a request may be selected. In addition, these
methods may be used depending on circumstances.

In addition, in a case where the instance type information
included in the instance starting request received by the
request receiving unit 21 indicates a virtual instance, the host
managing node selecting unit 33 may select a virtual host
managing node 81 on the basis of the virtual host information
stored in the host information storage unit 42. Specifically, the
host managing node selecting unit 33 randomly selects a
virtual host managing node 81 which satisfies the number of
necessary CPUs, a necessary memory, and a necessary disk
capacity by referring to the virtual host information illus-
trated in FIG. 5.

The starting request sending unit 34 is a part which sends
an instance starting request to the physical host managing
node selected by the host managing node selecting unit 33.

In addition, in a case where the virtual host managing node
81 is selected by the host managing node selecting unit 33, the
starting request sending unit 34 may send an instance starting
request to the virtual host managing node 81. In this case, the
virtual host managing node 81 which acquires the instance
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starting request can form a virtual instance 85 satisfying
necessary performance information in a corresponding sec-
ond server.

Next, with reference to FIG. 2(d), the physical host man-
aging node 5 will be described. FIG. 2(d) is a block diagram
illustrating a functional configuration of the physical host
managing node 5. The physical host managing node 5 func-
tionally includes a physical host state notification unit 51, a
starting request acquisition unit 52, a host selecting unit 53
(host selecting means), and a physical host starting unit 54.

The physical host state notification unit 51 is a part which
notifies the host information collecting node 4 of physical
host information indicating a state of a physical host under the
control thereof (refer to FIG. 6).

The starting request acquisition unit 52 is a part which
acquires the instance starting request which is sent from the
starting request sending unit 34 of the host selecting node 3.

The host selecting unit 53 may select a physical host which
has a performance satistying necessary performance infor-
mation (the number of CPUs, and the like) included in the
instance starting request received by the request receiving
unit 21 by referring to a specification (host performance infor-
mation) of the physical host information. A specific example
of the selection process will be described below. In this
example, a description will be made of selection of a physical
host based on physical host information as illustrated in FI1G.
9 in compliance with the instance starting request illustrated
in FIG. 3.

First, the host selecting unit 53 extracts “4” which is the
number of necessary CPUs of the instance starting request,
and excludes a physical host in which the number of CPUs is
less than 4 in the physical host information from a selection
target. Here, a physical host with a physical host ID of “1010”
is excluded.

Next, the host selecting unit 53 extracts the necessary
memory capacity “3000” of the instance starting request, and
excludes a physical host of which a memory capacity is less
than 3000 in the physical host information from a selection
target. Here, a physical host with a physical host ID of “1011”
is excluded.

Next, the host selecting unit 53 extracts the necessary disk
capacity “100” of the instance starting request, and excludes
aphysical host of which a disk capacity is less than 100 in the
physical host information from a selection target. Here, both
physical hosts with physical host IDs “1012” and “1013”
which remain as a selection target satisfy the condition.
Therefore, the host selecting unit 53 selects the physical host
with the physical host ID “1012” of which a disk capacity is
smaller, of the physical hosts remaining as a selection target.

The physical host starting unit 54 is a part which starts a
physical host (physical instance 7) selected by the host select-
ing unit 53 on the basis of the instance starting request
acquired by the starting request acquisition unit 52. Accord-
ingly, a request for a physical host from a user can be defined
in detail, and a physical host finely matching the request can
be provided.

One or a plurality of various nodes 2 to 5 illustrated in FI1G.
1 may be formed by a single server. FIG. 10 is a hardware
configuration diagram of a server forming one or a plurality of
nodes. A server forming a node is physically configured as a
computer system which includes, as illustrated in FIG. 10, a
CPU101,aRAM 102 and a ROM 103 which are main storage
devices, a communication module 104 which is a data trans-
mission and reception device, an auxiliary storage device 105
such as a hard disk or a flash memory, an input device 106
such as a keyboard which is an input device, an output device
107 such as a display, and the like. Predetermined computer
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software is read on hardware such as the CPU 101 and the
RAM 102 illustrated in FIG. 10 so that the communication
module 104, the input device 106, and the output device 107
are operated under the control of the CPU 101, and data
reading and writing in the RAM 102 or the auxiliary storage
device 105 are performed, thereby realizing the respective
functions illustrated in FIG. 2.

Next, with reference to FIG. 11, a description will be made
of process content performed in a host providing method in
the host providing system 1.

First, the request receiving unit 21 of the request receiving
node 2 receives an instance starting request from a user ter-
minal, from the user terminal T,. In addition, when the
instance starting request is sent from the request sending unit
22, the request acquisition unit 31 of the host selecting node
3 acquires the instance starting request (S1). Next, the host
managing node information acquisition unit 32 acquires
information on host managing nodes provided in the system
by referring to the host information storage unit 42 of the host
information collecting node 4 (S2).

Next, the host managing node selecting unit 33 extracts
operable host managing nodes from all the host managing
nodes included in the system, and generates an operable node
list formed by 1Ds of the operable host managing nodes (S3).
Next, the host managing node selecting unit 33 extracts an
instance type included in the instance starting request (S4). In
addition, the host managing node selecting unit 33 extracts
host managing nodes matching the instance type included in
the instance starting request from the operable node list so as
to generate a suitable node list (S5).

Here, the host managing node selecting unit 33 determines
whether or not an instance type of the host managing node
included in the suitable node list is “virtual” (S6). If the
instance type of the host managing node included in the
suitable node list is “virtual”, a process procedure proceeds to
step S7. On the other hand, if the instance type of the host
managing node included in the suitable node list is not “vir-
tual”, a process procedure proceeds to step S8.

In step S7, the host managing node selecting unit 33 selects
a virtual host managing node 81 on the basis of the host
information of a virtual host stored in the host information
storage unit 42, and sends the instance starting request to the
selected virtual host managing node 81 (S7). The selection of
the virtual host managing node 81 is performed by randomly
selecting the virtual host managing node 81 matching a con-
dition of a required virtual host, for example, on the basis of
the host information stored in the host information storage
unit 42. The virtual host managing node 81 to which the
instance starting request is sent may form and start a virtual
instance having a specification suitable for necessary perfor-
mance information included in the instance starting request,
and may provide the virtual instance to the user terminal T, ,as
a virtual host. Accordingly, the virtual instance 85 formed in
the second server 8 including the virtual host managing node
81 can be provided to a user as a virtual host, and thus a
physical instance and a virtual instance can be present in the
system in a mixed manner.

In step S8, the host managing node selecting unit 33
acquires the number of physical hosts which are currently
used under the control of the physical host managing node 5
included in the suitable node list by referring to the physical
host information stored in the host information storage unit
42 (S8). In addition, the host managing node selecting unit 33
extracts a physical host managing node 5 which has the small-
est number of physical hosts which are currently used, and
physical hosts which are not used (S9).
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The starting request sending unit 34 sends the instance
starting request to the physical host managing node 5 selected
by the host managing node selecting unit 33 (S10). In addi-
tion, in step S10, the host selecting unit 53 may select a
physical host having a performance satisfying the necessary
performance information included in the instance starting
request which is received by the request receiving unit 21,
from among the physical hosts controlled by the physical host
managing node 5 which is selected by the host managing node
selecting unit 33, by referring to a specification of the physi-
cal host information. Accordingly, the physical host manag-
ing node 5 can start a proper physical host. Further, in a case
where there is no physical host satisfying the necessary per-
formance information of the instance starting request under
the control of the physical host managing node 5 extracted in
step S9, another physical host managing node 5 may be
re-selected in which the number of physical hosts which are
currently used is smallest next to the corresponding physical
host managing node 5.

According to the host providing system 10 and the host
providing method of the present embodiment, the physical
host managing node 5 is provided which controls one or more
physical servers and can manage a usage state of a physical
host formed in the physical server, and thus the physical
server 7 for forming a physical host can be controlled in the
system. In addition, according to the present embodiment, in
a case where the instance type information included in the
instance starting request from the user terminal T, indicates a
physical instance 71, a single physical host managing node 5
which controls a physical server where the physical instance
71 is formed alone is selected, and the instance starting
request is sent to the selected physical host managing node 5,
depending on usage circumstances of physical hosts. Accord-
ingly, since a physical instance formed in a physical server 7
under the control of the physical host managing node 5 is
started as a physical host, it is possible to provide a physical
instance 7 complying with a user’s request as a physical host.

As mentioned above, the present invention has been
described in detail on the basis of the embodiment thereof.
However, the present invention is not limited to the embodi-
ment. The present invention may have various modifications
within the scope without departing from the spirit thereof.

REFERENCE SIGNS LIST

1 Host providing system, 2 Request receiving node, 3 Host
selecting node, 4 Host information collecting node, 5 Physi-
cal host managing node, 6 Storage group, 7 First server, 8
Second server, 21 Request receiving unit, 22 Request sending
unit, 31 Request acquisition unit, 32 Host managing node
information acquisition unit, 33 Host managing node select-
ing unit, 34 Starting request sending unit, 41 Host informa-
tion receiving unit, 42 Host information storage unit, 51
Physical host state notification unit, 52 Starting request acqui-
sition unit, 53 Host selecting unit, 54 Physical host starting
unit, 71 Physical instance, 81 Virtual host managing node, 85
Virtual instance, N Management network, N, Public net-
work, T Maintenance person terminal, T, User terminal

The invention claimed is:

1. A host providing system for providing an instance con-
stituted by predetermined hardware resources to a user ter-
minal as a host computer so that the instance is available, in
compliance with a request from the user terminal, including
one or more servers which virtually forms a plurality of
virtual instances and provides a virtual instance of the plural-
ity of virtual instances as a virtual host, and including one or
more physical servers which provide a physical instance that
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is physically formed alone in a physical server of the one or
more physical servers as a physical host, the system compris-
ing:

14

wherein the physical host information includes host per-
formance information indicating a performance of hard-
ware of each physical instance forming a corresponding

a request receiving unit configured to receive an instance
starting request which is a starting request of the
instance from the user terminal and includes instance
type information indicating whether the instance related
to the starting request is either the virtual instance or the
physical instance, from the user terminal;

physical host, and

wherein the selecting unit selects the physical host manag-
ing unit which has physical hosts that satisfy a perfor-
mance indicated by the host performance information
under the control thereof and that are not used, and in
which the number of physical hosts which are provided

a host information storage unit configured to store infor- 10 as host computers and are currently used is the largest
mation regarding a state of a host; among the physical hosts under the control thereof, by
a plurality of physical host managing units configured to referring to the usage state information and the host
control the one or more physical servers, and store performance information included in the physical host
physical host information including usage state informa- information stored in the host information storage unit.
tion indicating a usage state of the physical host formed 15 5. The host providing system according to claim 1,
in the physical server under the control thereof, in the wherein the instance starting request includes at least one
host information storage unit; of a number of CPUs, a memory capacity, and a storage
a virtual host managing unit, formed in a server of the one capacity, which are necessary in the instance, as neces-
ormore servers that provides the virtual host, configured sary performance information, and
to store virtual host information including information 20  wherein the physical host information includes at least one
indicating a usage state of the virtual host in the host of a number of CPUs, a memory capacity, and a storage
information storage unit; capacity forming a corresponding physical host, as host
aselecting unit configured to select one of the physical host performance information.
managing units on the basis of usage state information 6. The host providing system according to claim 1,
included in the physical host information from each of 25  wherein the selecting unit selects the virtual host managing
the physical host managing units, stored in the host unit on the basis of the virtual host information stored in
information storage unit, when the instance type infor- the host information storage unit, when the instance type
mation included in the instance starting request received information included in the instance starting request
by the request receiving unit indicates the physical received by the request receiving unit indicates the vir-
instance; and 30 tual instance, and
a starting request sending unit configured to send the wherein the starting request sending unit sends the instance
instance starting request to the physical host managing starting request to the virtual host managing unit
unit selected by the selecting unit. selected by the selecting unit.
2. The host providing system according to claim 1, 7. A host providing method in a host providing system for
wherein the instance starting request includes necessary 35 providing an instance constituted by predetermined hardware
performance information indicating a performance of resources to a user terminal as a host computer so that the
hardware which is necessary in the instance, instance is available, in compliance with a request from the
wherein the physical host information includes host per- user terminal, including one or more servers which virtually
formance information indicating a performance of hard- forms a plurality of virtual instances provides a virtual
ware of each physical instance forming a corresponding 40 instance as a virtual host, and including one or more physical
physical host, servers which provide a physical instance that is physically
wherein the host providing system further includes formed alone in a physical server of the one or more physical
a host selecting unit configured to select the physical host servers as a physical host, the method comprising:
having a performance satisfying the necessary perfor- a request receiving step of receiving an instance starting
mance information included in the instance starting 45 request which is a starting request of the instance from
request received by the request receiving unit from the user terminal and includes instance type information
among physical hosts which are controlled by the physi- indicating whether the instance related to the starting
cal host managing unit selected by the selecting unit, by request is either the virtual instance or the physical
referring to the host performance information of the instance, from the user terminal;
physical host information stored in the host information 50  a selecting step of selecting one of a plurality of physical
storage unit, and host managing units, implemented by first circuitry, on
wherein the starting request sending unit sends the instance the basis of usage state information included in physical
starting request for starting the physical host selected by host information from each of the physical host manag-
the host selecting unit to the physical host managing unit ing units, stored in a host information storage, when the
selected by the host selecting unit. 55 instance type information included in the instance start-
3. The host providing system according to claim 1, ing request received in the request receiving step indi-
wherein the selecting unit selects the physical host manag- cates the physical instance; and
ing unit in which a number of physical hosts which are a starting request sending step of sending the instance
provided as host computers and are currently used is the starting request to the physical host managing unit
smallest among the physical hosts under the control 60 selected in the selecting step,
thereof, by referring to the usage state information wherein the host providing system includes
included in the physical host information stored in the the host information storage configured to store informa-
host information storage unit. tion regarding a state of a host;
4. The host providing system according to claim 1, the plurality of physical host managing units configured to
wherein the instance starting request includes necessary 65 control the one or more physical servers, and storing

performance information indicating a performance of
hardware which is necessary in the instance,

physical host information including usage state informa-
tion indicating a usage state of the physical host formed
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in the physical server under the control thereof, in the
host information storage; and

a virtual host managing unit, implemented by second cir-
cuitry and formed in a server of the one or more servers
providing the virtual host, configured to store virtual
host information including information indicating a
usage state of the virtual host in the host information
storage.

8. The host providing method according to claim 7,

wherein the instance starting request includes necessary
performance information indicating a performance of
hardware which is necessary in the instance,

wherein the physical host information includes host per-
formance information indicating a performance of hard-
ware of each physical instance forming a corresponding
physical host,

wherein the host providing method further includes

a host selecting step of selecting the physical host having a
performance satisfying the necessary performance
information included in the instance starting request
received in the request receiving step from among the
physical hosts which are controlled by the physical host
managing unit selected in the selecting step, by referring
to the host performance information of the physical host
information stored in the host information storage, and

wherein, in the starting request sending step, the instance
starting request for starting the physical host selected in
the host selecting step is sent to the physical host man-
aging unit selected in the selecting step.

9. A host providing system for providing an instance con-
stituted by predetermined hardware resources to a user ter-
minal as a host computer so that the instance is available, in
compliance with a request from the user terminal, including
one or more servers which virtually forms a plurality of
virtual instances and provides a virtual instance of the plural-
ity of virtual instances as a virtual host, and including one or
more physical servers which provide a physical instance that
is physically formed alone in a physical server of the one or
more physical servers as a physical host, the system compris-
ing:

request receiving circuitry configured to receive an
instance starting request which is a starting request of
the instance from the user terminal and includes instance
type information indicating whether the instance related
to the starting request is either the virtual instance or the
physical instance, from the user terminal;

a host information storage configured to store information
regarding a state of a host;

a plurality of physical host managing circuitry configured
to control the one or more physical servers, and store
physical host information including usage state informa-
tion indicating a usage state of the physical host formed
in the physical server under the control thereof, in the
host information storage;

virtual host managing circuitry, formed in a server of the
one or more servers that provides the virtual host, con-
figured to store virtual host information including infor-
mation indicating a usage state of the virtual host in the
host information storage;

selecting circuitry configured to select one of the physical
host managing circuitry on the basis of usage state infor-
mation included in the physical host information from
each of the physical host managing circuitry, stored in
the host information storage, when the instance type
information included in the instance starting request
received by the request receiving circuitry indicates the
physical instance; and
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starting request sending circuitry configured to send the
instance starting request to the physical host managing
circuitry selected by the selecting circuitry.

10. The host providing system according to claim 9,

wherein the instance starting request includes necessary
performance information indicating a performance of
hardware which is necessary in the instance,

wherein the physical host information includes host per-
formance information indicating a performance of hard-
ware of each physical instance forming a corresponding
physical host,

wherein the host providing system further includes

host selecting circuitry configured to select the physical
host having a performance satisfying the necessary per-
formance information included in the instance starting
request received by the request receiving circuitry from
among physical hosts which are controlled by the physi-
cal host managing circuitry selected by the selecting
circuitry, by referring to the host performance informa-
tion of the physical host information stored in the host
information storage, and

wherein the starting request sending circuitry sends the
instance starting request for starting the physical host
selected by the host selecting circuitry to the physical
host managing circuitry selected by the host selecting
circuitry.

11. The host providing system according to claim 9,

wherein the selecting circuitry selects the physical host
managing circuitry in which a number of physical hosts
which are provided as host computers and are currently
used is the smallest among the physical hosts under the
control thereof, by referring to the usage state informa-
tion included in the physical host information stored in
the host information storage.

12. The host providing system according to claim 9,

wherein the instance starting request includes necessary
performance information indicating a performance of
hardware which is necessary in then instance,

wherein the physical host information includes host per-
formance information indicating a performance of hard-
ware of each physical instance forming a corresponding
physical host, and

wherein the selecting circuitry selects the physical host
managing circuitry which has physical hosts that satisty
a performance indicated by the host performance infor-
mation under the control thereof and that are not used,
and in which a number of physical hosts which are
provided as host computers and are currently used is the
largest among the physical hosts under the control
thereof, by referring to the usage state information and
the host performance information included in the physi-
cal host information stored in the host information stor-
age.

13. The host providing system according to claim 9,

wherein the instance starting request includes at least one
of a number of CPUs, a memory capacity, and a storage
capacity, which are necessary in the instance, as neces-
sary performance information, and

wherein the physical host information includes at least one
of a number of CPUs, a memory capacity, and a storage
capacity forming a corresponding physical host, as host
performance information.

14. The host providing system according to claim 9,

wherein the selecting circuitry selects the virtual host man-
aging circuitry on the basis of the virtual host informa-
tion stored in the host information storage, when the
instance type information included in the instance start-
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ing request received by the request receiving circuitry
indicates the virtual instance, and

wherein the starting request sending circuitry sends the
instance starting request to the virtual host managing
circuitry selected by the selecting circuitry. 5
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